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INTRODUCTION

In its broad sense, disinfection includes removal and destruction
of micro-organisms both by chemical and physical means. Although
many mathematical models-are proposed for describing the process
of thermal microbial disinfeetion, the most commonly preferred is
the exponential model

N (13)=01 exp (—1,/92), h=1,2, ..., n
where _
7(1n)=the number of viable organisms at any time =1,

01=the number of organisms at time =0

6,=a constant proportional to what is known as Decimal
Reduction Time (D), that is, the time required to reduce
the microbial population by 90%. In fact D=0z 1n10

In practice a microbiologist obtains experimental observations
on the number of organisms kept under copstant heat for preselected
points of time and desires to estimate the characterising parameter
and obtain a measure of its precision. Usually the input (time)
variable 7, (h=1, 2, ..., n) can be assumed to be measured at each
of n points of time with negligible error, but the corresponding
numbers of organisms at each of these points, viz., %(t1), W(fp) ...
n(ts) cannot' be measured without errors. However, their estimates
¥1, Y2, ... Yo can be determined. 1f m; replicates are made on viable
organisms at time f(h==1, 2, ... n), then these observafions yu
(k=1,2, ... my; h=1,2,..n) will each contain an unobservable
random error €xx (k=1, 2, ...my, ; h=1, 2, ...n)

so that - ] .
=01 exp(—1,/02)+€ne . (1.1)
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E (&xr)=0, E(th €nk )=0, E ( G:k )=02

h#h'=1,2, ..n
k?&kl:l, 2, iy

The justification for the exponential model structure in (1.1) partly
comes from empirical evidence (see for example, Chick 1508, Pflug
and Schmidt, 1968, and Meynell & Meynell, 1965). The assump-
tions about the random components € are mainly realized from
designing of experiments. -

Certain biometric problems then arise : how would the random .

observations yn: be employed to estimate the unknown parameters
g1 & 8, and how can the statistical uncertainties in the resulting
estimators be measured and estimated ?

In this paper a new method will be proposed for setting up a

. confidence interval on the unknown parameter 0, via the least square
equation ; and therefrom to obtain a measure of an ‘effective’ stan-
dard error for the above point estimate of §2. Further, in order to
have an appreciation of the proposed method, these results will be
compared with those obtained by employing the customary method
of analysis viz., the logarithmic transformation of the model (1.1)

_to a practical data collected by Pflug er al. (1969) and reported in
Sundararaj (1971) on thermal microbial sterilization of spore—
Bacillus subtilis var. niger.

2. PoINT ESTIMATORS FOR 0; AND O

_ The point estimators consideied in this section are the least
" square estimators. The least square estimators for 81 and 62 for
the intact nonlinear model (1.1) are obtained by minimizing the

expression - . .
2
5=> D [ su—trexp (—o/os) | \
. h ok ' ‘

with respect to 81 and 2. The two least square equations in 01 & 02
are )

51A }th exp (—2t;,152) =; gyhk exp (—f,./e;) ...(2?1)

- - ’ -~
01 2 mntn exp (—21,/82)= zzyhk.th exp (—t:/02) ...(2.2)
h h k .

e T
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whose solutlons for 91 and 0 w111 provide the desired estlmators _
) It may be noted that we may eliminate 01 between (2 1) & (2 2);'
to obtain an equation in 6 alone, viz; ' :

\ mp \t); ex'p-(:—2't,,/62) yhk th exP (—”thloz) .
 mexp (—20/62) o exp (—t»/oz)' R

\

Equatlon (2.3) may be ﬁrst solved for ¢ 1terat1vely and then obtam'
. the solution for 01 from (2 1). ’

3. PRECISION OF THE ESTIMATOR AND CONFIDENCE' INTERVAL ON 02

It may be observed that a stralght forward solutions for these

problem are not, in general, available in view of the fact that the -~

estimators 01 & 05 are not linear functions of the observatlon random
- variables yp; (k=1, 2, ...mp 3 h=1, 2, ...1). We shall consider here
a method of pr'oviding, first a conﬁdence interval.on g2.and therefrom
to obtain an estimate of an ‘effective’ standard error of fa.

For this, we recast the least square equation (2.3) in the form .
Q_=é(y, 9-2)=§ I% H(9~2)yhk, ‘: IR 3 )

where

H(02)=={[ 2 Mn r;. eXp( 21;;/92)] [Emn eXp( 2!»/92)] h}

[exp ( — 92)] '_ (3. 2).

* Now replacing 9 by 62 we may construct a new random
variable given by : :

&, 92) = ;‘-‘ IE{ H(Gz)y‘r.x " (3 3) -
It may be easily venﬁed that . L

. Elgel=0 . T ;"'.(,3'4) )
V [g(y, 02)]=0* % my H¥02) -« - (35

» The confidence interval on 62 may now be constructed as *
follows. Under the Gaussian assumption, each huy(K=1, 2,... my, ; -

- h=1, 2,...n) is normally and -independently distributed so that the

new random variable :g(y, §2) which is a linear functlon of these

’
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random variables is - itself exactly normally distributed with mean
zero and variance given by (3.5). Consequentially we may make a
precise probability statement of the type

_ g(y, 62) (]
P[ afs S \/onn—mhﬁz(Tz) < Z(l_a/z) ]—(1 Y ...(3.6)

In particular therefore the boundary values f2,. & f2,u, which
are the solutions of the equations

(y, 62, 1) - 7
Ve 2 my H¥f2, L) al2
h

and

g(ys 023 U) - )
(37
\/0'2 E mp, H2(02 U) 1—“/2) a7

provide a 100 (1—a) per cent confidence interval on 2. The search

for the numerical values for 02, L & 62, v will involve comnsiderable
amount of computational labour, and this should not be a problem
when computer facilities are available.

The important implications of equation (3.7) are :

. (1) The confidence interval on 2, essentially comes from con-
sideration of the distribution of an appropriate linear combinations
of the observation random variables yx (k=1, 2, ..my, h=1,2,...n)
viz.. equation (3.4). :

(2) Equation (3.4) assumes the value zero if and only when 6,
equals 52, which is the least square solution for 8a.

3) ‘Employing this, we can construct a confidence interval on s
without obtaining an explicit form of the distribution of 82, - which
1is generally intractable ; and such a confidence interval will include

the least square value of 82 for fa.

Finally the ‘effective’ standard error of the estimate may
be obtained as-

SEGs) = 207(1-_6—/2) | L(38)

As is tru¢ in practice, the variance o2 in (3.5) is generally
unknown. Then either it is to be estimated from the observations
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themselves or occasionally it may be possible to obtain an indepen -
dent estimate, say s2, from previous similar experiments. TIn the
latter case, if it is based on a large number of degrees of freedom,
then the central expression in (3.6), with replacing ¢* by s2, will have
a student ¢ distribution and the confidence limits are obtained from
(3.7) by employing appropriate f-limits in place of normal z-limits.
Tn this case the method provides exact confidence limits on g2. On
the other hand if such an independent estimate of 62 is not available,
which is generally the case, it will have to be estimated from the
sample observations themselves and the method will involve some
approximation since the distribution will not then follow ‘exact
t-distribution. However the robustness of the central limit theory
should operate to provide a reasonably good approximation to this.

4. THE QUASI-LEAST SQUARE ESTIMATOR FOR 2 AND ITS PRECISION .

In order to have an appreciation of the foregoing results, the
method that is customarily employed for estimating the precision of
the point estimator of 0, is considered in this section. The method,
here called. the quasi-least square method, involves the logarithmic
transformation of the observation random variable ys. (k=1, 2,...
mulh=1, 2,...n) which renders the model (1.1) to a linear form so that
the simple linear regression formulae may be applied. The straight
forward application of the least square principle to the logarlthmlc
transformation of the model (1.1) leads to the point estimator 0 of B2,

E my (t—1 )2

By =— - ] .
Zh %{ (tn— Dln yax (@4.1)

whose asymptotic precision by the error propogation method is given
by (see Sundararj, 1971)

S5 (- Dexp @l ) foror\

h K
[ 2 malty— 1)2 92 . - (42)
h 1

V(o) =

The estimate of the variance can be obtained by substituting the
sample values for the unknown parameters. The above formulae are
employed for the data onmicrobial destruction reported in the
following section. .

Note : Writing the model (1.1).as vy;=[0; exp (- #1/02)] [14€5/01 exp (—th/eg)]
the log transformation leads to In ypz= in 0y—th/0z+ €4r where €* nx=In
{1 +€hk/01 exp (—r,,/eg)] Thus the least square estimators for. 6, & 6 via
minimizing XX €*%, is not a true minimization of 3X€% and hence
termed as quasi.east square estimators.
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5. APPLICATION

" This section concerns with the application of the foregoing
formulae to estimate s and its precision to the experimental data of
Pflug & associates (Pflug et al. 1969). Briefly, the experiment is as
follows.

By means- of a twenty pl plpette 1.0 ml of aqueous spores
(Bacillus subtilis var. niger) suspension (aproximately 1x10° spores)
was deposited on to each of 3 sterile, stainless strips (planchets), each
4" square lying flat in a shallow groove running the length of a
rectangular copper boat. Seven such copper boats were used,
assigned randomly either to no heat or to one of the six heating times
listed in Table 1. The samples were conditioned at 23 degree
‘centigrade and 39%, relative humidity while treated at 100 degree
centigrade and 0.02% relative humidity. The guidelines for the
estimation of the number of surviving spores following the heat
treatment included the standard dllutlon method and counting of
colonies on-all plates. Table 1 summarises the data on the estlmated
number of spores in the original 50 ml solution.,

All the foregoing formulae from section 2 through section 4
have been employed to estimate the parameter 6, and its precision,
since this parameter is the one which characterizes the effect of the
disinfectant, viz., the thermal disinfeetant in the present example.
Further the numerical results of the analysis are reported in Table
2. However, not in terms of the original units, but in terms of a
related concept called the Decimal Reduction Time (D), as latter
oné is usually understood as time required to reduce the microbial
population by 90%. The conversion formula from 63 to D is simply
given by the relationship D=@2 In 10. The confidence intervals and
the standard errors are given in Table 2 for D.

TABLE 2

The estimates of D in Minutes with the SE’s, 959, Confidence
Intervals etc., for the data of Table 1-

. .. Width of -
Point . SE Confidence Limits
Method Estimates Estimates - Lower Upper ’h;‘;.”?;.?:'
A 103.07 5.69 91.96 114,26 22.30
B 109.44 " 6.14 . 97.39 _ 121.48 24'.08
Methods :

A : Stands for the proposed new method
B : Stands for the Quai-Least Square Method.

-~




The estimated numbér of spore
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TABLE 1

for each Planchet and with 3 Planchets for each boat

s* in original 50 ml suspension at the times listed in column 2, with two determinations

2

(€)) @

&) 6

M ®

®

Times in
Boat No. Min,

Planchet 1 -

Planchet 2

Planchet 3

Determination No.

0] 2

Dete}-mination No.
@ )

Determination No.

) &)

Arith,
Mean

0
75
75

150
225 '
300

300

1275000 1504500
90525 112200
144075 116025
18800 22200
7975 7925

00 825

1050 850

1224000 1504500

119850 104550
112200 112200
" 20800 21400
7625 6700
975 950

1150 1150

1657500 1504500

124950 109650

93075 85425

16600 15900
6875 7450
750 475

1000 775

1445000

110288

110500

19283

7425

779

996

* Bacillus subtilis var. niger.

Samples were co(nditioned at 23°C and 399, relative humidity while treated at 100°C and 0.02% relative
humidity for times listed. Apparatus type—Open, Name—Hot Plate in Globe Box.

TAAON ,OI.‘I.HNDI AVILNANOAX? NV 40 SISATVNY DiUlaNoId
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The foregoing numerical analysis shows that the new method .
proposed proves slightly better than the quasi-least square method
customarily employed for this model. Further results (not reported
heré) demonstrated the proposed method compared very.well with
the maximum likelihood method employed for the intact nonlinear
model.

SUMMARY

Parameters gharacterizing a model intended to describe a
biological or a chemical phenomenon often enter the model in a
nonlinear fashion; as a result, the statistical problems of point and
interval estimation of such parameters dre much too complicated in
contra-distinction with linear model methods. A novel method
. has been proposed in this paper for the case of an exponential model-
often termed a ‘kinetic exponential’ model in the context of employ-
ing it as a model for thermal disinfection. The merits of this method
are compared with the customarily 'employed method of estimating
the parameters after rendering the linear by log-transformation by
means of analysis of a practical data-on disinfection.
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